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ABSTRACT:

Over the last thirty years, political polarization his risen sharply in the

United State. Yet, it remains unclear the extent to which political polarization

can be explained by changes in the American media environment. In this

analysis, we quantify both political and media polarization using millions of

lines of text data from political reporting and the proceedings of Congress.

We utilize the estimator proposed in Gentzkow, Shapiro, and Taddy (2019) to

construct an index representing the divergence in speech patterns between Fox

News and CNN; we build a similar index to measure political polarization using

speech data captured on the floor of Congress. We next use an Instrumental

Variables approach to demonstrate that changes in media polarization causally

effect changes in political polarization.
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1 Introduction and Literature Review

That political polarization has risen in the United State over the last thirty

years is undeniable. A host of theories exist to explain the phenomena, but

there has been no comprehensive, quantitative analysis of the role media plays

in driving political division. In this analysis we assess the causal impact of

media on political polarization. We find a strong causal effect of media polar-

ization on political polarization. Indeed, the relationship is highly significant

and robust to the inclusion of economic and political controls, suggesting that

changes in media coverage profoundly affect the political environment.

In the subsequent analysis, we apply a novel textual data set to the model

developed in Gentzkow, Shapiro, and Taddy (2019). Their model allows us to

quantify media polarization and political polarization in each month between

September 2013 and September 2021 using text data. Our text data is di-

vided into two components. The first is drawn from articles published by Fox

News and CNN. The second is drawn from the proceedings of Congress. We

pivot these raw text data into two matrices whose columns represent counts

of phrases used by media personalities and members of Congress. We then

use this count information to construction a measure of dispersion in language

use between each group pair – Fox and CNN and Democrats and Republicans.

This metric is our measure of polarization.

It is important to note the advantages of this approach over a more con-

ventional measure of partisanship, such a roll-call votes. First, this technique

allows us to determine which phrases are most polarizing, a result we include

in the appendix. Second, this approach allows us to measure polarization in

media, a context where there is no tangible measure of partisanship.

Once we have constructed our two indices, we conduct a causal analysis

between the two polarization series. We use a two stage estimation approach,

instrumenting media polarization with both television viewing hours and mea-

sures of coverage satisfaction reported by viewers of each media outlet. This

analysis yields a positive, highly significant effect of media polarization on

political polarization. The result is robust to the addition of economic and

political controls.

The remainder of the paper is structured as follows: we first review the

existing literature on political and media polarization, specifically examining
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papers that utilize language processing techniques. We then elaborate on

our data, and offer an expansive discussion of our collection and refinement

processes. In section three, we introduce our model of speech and our measure

of partisanship. Finally, we assess causality between our two series using an

instrumental variables estimator. We discuss the validity of our instruments

and present results.

1.1 Literature Review

There is a wealth of literature concerning political polarization. The question

of the media’s influence on politics is less well studied, thus creating a gap in

the existing literature. Below we examine a handful of key papers in this field

and show that our analysis represents a unique contribution to the study of

American politics.

Gentzkow, Shaprio, and Taddy (2019) measure political polarization across

two-year sessions of congress from 1870 to 2016. They find heightened politi-

cal polarization following the Civil War, a marked decrease in partisanship for

much of the twentieth century, and then a sharp uptick in divisiveness begin-

ning in the 1990s. In our analysis, we adopt their methodology with a few key

modifications. First, we estimate our polarization series on a monthly basis

to produce a much finer data set. Second, we use their approach to quantify

media polarization, not just political partisanship.

Goet (2019) uses a similar approach to measure partisanship in the UK

House of Commons over the period 1811-2015. His analysis provides substan-

tial motivation for the estimator we present below: it affords us a method to

measure polarization that does not require subjective classification. That is,

our model is unsupervised (to borrow a phrase from computer science).

Prior (2013) examines the role that partisan media plays in driving polit-

ical polarization and finds results quite different from our own. Namely, he

finds no causal link between partisan media exposure and upticks in politi-

cal polarization, concluding that most American politicians are fundamentally

moderate. We find two issues with Prior’s analysis. First, there is no compre-

hensive statistical model. Prior’s analysis is a qualitative synthesis of polling

data, not a properly designed econometric study.

Our second issue with Prior’s analysis is its timeframe, a problem admit-
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tedly outside the author’s control. Prior examines the media/political envi-

ronment of the late 1990s and early 2000s, a time period far removed from our

analysis. It is thus possible that Prior’s results are correct for his time period.

It is further possible that the effect media plays in political division has itself

changed over time.

Waller and Anderson (2021) measure political polarization on Reddit (i.e.

the dumbest place on the internet) during the period 2007-2021. They find

that Reddit’s level of polarization responds to external events, with the 2016

election driving a large increase in partisanship – a result that fits neatly with

our conclusions. They further find that much of the increase in divisiveness can

be attributed to right-wing commentators operating on a few specific forums.

A more recent work by Ballard et. al. estimates partisanship in Congress

using Tweets sent by congressmen between 2009 and 2020. They find that

members of congress in “safe” districts tend to send the most polarizing tweets.

There may be a connection to our analysis, if these “safe” districts tend to

favoir one news outlet over another.

A similar analysis by Pozen et. al. uses a large text dataset and natural

language processing techniques to analyze constitutional debates between 1873

and 2016. They find a substantial divergence in language use surrounding these

legal over the last forty years. Further, they find that much of this divergence

has been driven by conservative politicians.

While the above papers use a host of techniques to quantify partisanship,

only Prior (2013) attempts to assess the causal impact media plays in de-

termining political polarization. As mentioned above, his analysis is lacking

quantitative rigor and examines a time period very much unlike our own. The

effect of media on political outcomes is therefore still an open questions, one

we endeavor to resolve in the analysis below.

2 Data

Our raw data set consists of text drawn from 50,000 thousand documents

published by Fox News and CNN between 2013 and 2021. From CNN we

extract 16 million words written in opinion pieces and political reporting. From

Fox News we collect another 13 million words, also from political and opinion

pieces. For both sets of documents, we identify the month of publication and
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the author.

In addition, we text mine the Congressional Record, a collection of 1,200

documents containing full text of House and Senate proceedings between 2013

and 2021. From these documents we extract roughly 80 million words. Be-

low we discuss the intricacies of our collection methodology. The proceeding

section is split into two subsections, one for media speech data and one for

political speech data.

2.1 Media Speech Data

To obtain raw text inputs required for our analysis, we begin by extracting a set

of URLs from CNN. These URLs will allow us to extract full text from their

associated articles. CNN operates a comprehensive archive of all published

articles running back to 2011, making this extraction process straightforward.

We simply use python’s web-scraping tools to obtain a list of all URLs in the

archive and then filter down for political and opinion pieces. In total this

process yields 97,054 links to CNN political news and opinion pieces.

The Fox News website is possessed of no such archive. As such, URL

extraction requires us to manipulate the site’s internal search engine. We use

a webdriver interface program to automate this process, but search results of

the Fox News website are still limited to 100 results. We therefore cannot

simply find all articles categorized as ’political’ or ’Op-Ed’ by searching for

these terms across the 2011-2021 time horizon. Instead we feed a series of

search terms into the engine, filter for articles, and then extract all displayed

URLs. We repeat this process for every month between July of 2011 and

September of 2021. The result is 23,255 web addresses.

Once we have obtained lists of web addresses from both media websites, we

use python’s text extraction tools to obtain full text documents from each web-

page. The end result is a collection of roughly 23,000 articles from Fox News

and 25,000 documents sampled from our CNN addresses. Each text document

is then filtered to remove webpage formatting, to extract a publication date

and an author. The filtered documents are then split into individual words,

bigrams, and trigrams, which in turn are filtered for ’stop words’, remaining

webpage formatting, photograph captions, and author names.

The resulting dataset is far too large to read into the memory of a con-
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ventional computer. We accordingly write each word, bigram, and trigram

– along with the associated date, author, and news outlet – into a SQLite

database. The database allows us to manage this staggering amount of infor-

mation from a hard disk, rather than access memory. Memory management

has proved a challenge throughout this analysis – and for both datasets we will

need to restrict the total number of phrases to accommodate the constraints

of a decidedly un-super computer.

We next pivot these data into a matrix of counts. Each row represents

a media personality at a particular month. Each column represents counts

of a particular phrase. For example, we have columns representing counts

of the phrases “Gun Control Myths” and “President Barack Obama”. The

rows represent the count of key phrases used by each author in a particular

month. The matrix itself consists of 4,200 rows and 18,000 columns – 4,200

personality-month pairs, 18,000 phrases.

2.2 Political Speech Data

Our political speech data is obtained directly from both the Congressional

Record and transcripts of Congressional Committee hearings. As above, we

construct a dataset in which the columns represent particular phrases, and the

rows represent counts of those phrases by speaker and month. Here, the speak-

ers are members of the United States Congress (i.e. witless idiots), divided

into Democratic and Republican parties.

We use python’s pdf reader tools to extract full text information from 1,200

daily records of the US Congress. We extract speakers by exploiting the for-

matting of these documents. Throughout the Congressional Record, speakers

are delineated in all capital letters and prefaced by their title. We thus cap-

ture the speaker associated with each phrase by splitting each document into

sections between title-speaker pairs. Title-speaker pairs that do no correspond

to members of congress, such as those of associated with committee witnesses,

are discarded.

The result of this process is a collection of 80 million words, spoken by

roughly 800 members of congress between 2013 and 2021. From there, it is a

simple matter of pivoting the data into counts arranged by speaker and date.

To conserve computer memory. we restrict ourselves to phrases spoken at least

thirty times and consider only the 6,000 most commonly spoken phrases. The
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end result is a data set with 25,000 rows and 6,000 columns.

3 Estimation

Our estimation strategy consists of two stages. First we quantify both media

and political polarization following the methodology proposed by Gentzkow,

Shaprio, and Taddy (2019).

3.1 Quantifying Polarization

Let i index authors and t index time. Each row of data is a J dimensional vec-

tor, cit, of phrase counts, which we assume follow a multinomial distribution.

For each observation, the multinomial density is parametrized by two objects:

1. A verbosity measure mit =
∑

jcjit, which measures the total number of

phrases utilized by speaker i in time t

2. A J-dimensional vector of phrase probabilities, which is taken to depend

on group affiliation. We denote this vector qP (i)(xit), where P (i) repre-

sents group affiliation (Fox or CNN/Republican or Democrat) and xit is

a vector of speaker and time specific covariates.

Our subsequent formulation is not substantially different from a standard

multinomial logitistic model. We assume that the elements of qP (i)(xit) are

determined by a standard softmax functional form. That is, the individual

choice probabilities are given by:

q
P (i)
jt =

eµijt∑
l e

µilt
(1)

Naturally, the µ terms are assumed to have a linear specification:

µijt = αjt + x′
itγjt + φjtI(Fox = 1) (2)

The above formulation closely resembles a standard multinomial logit prob-

lem. The central difficulty in our analysis is the recovery of parameters α, γ

and φ given that the number of choices is in the tens of thousands. Below

we describe an estimator that allows for the recovery of these parameters in a
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high-dimensional setting. First, however, we will define our measure of polar-

ization. Now, define

ρt(x) =
qFox

qFox + qCNN
(3)

We measure partisanship as,

πt(x) =
1

2
qFox(x)ρt(x) +

1

2
qCNN(x)(1− ρt(x)) (4)

This measure has a natural interpretation: it is the posterior probability

that an observer with an even prior expects to assign to a speaker’s correct

affiliation after hearing the speaker utter a single phrase. We then define

average partisanship as,

π̄t =
1

N

∑
i

πt(xit) (5)

Notice here that our goal is to recover estimates of πt(x), not to precisely

estimate the causal terms α, γ, and φ. The conceptually simplest approach to

form estimates of π would utilize maximum likelihood estimation. There are

three limitations associated with direct maximum likelihood estimation. First,

the multinomial formulation ignores important speech patterns in assuming

independence between phrase counts. This means that the multinomial distri-

bution is most certainly not the true distribution of phrase counts – and hence

parameter estimates obtained via MLE will be biased.

Second, bias exists in MLE estimates due to sampling error. Our phrase

count data is incredibly sparse, and so certain phrases may be spoken more

by Fox News or CNN simply by chance. This will tend to increase our values

of even prior ρ̂, relative to the true value of ρ. As we’ll see the penalized

estimator of Gentzkow, Shapiro, and Taddy (2019) allows us to account for

this difficulty by assigning values of φj = 0 to least relevant phrases.

Third, and perhaps most important, the objective function associated with

the maximum likelihood approach requires substantial computational power

to evaluate. In our two applications below, the number of choice outcomes

numbers well into the thousands. This will require the evaluation of denomi-

nator sums with thousands of terms, for each observation, at each iteration of
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our optimization routine. Computation would require several months of run

time on a conventional computer.

To account for this difficulty, we utilize the penalized estimator of Gentzkow,

Shapiro, and Taddy (2019). The estimator uses a the Poisson approximation

to a multinomial likelihood function first posited by Palmgren (1981) and ex-

tended by Baker (1994). This approximation saves us a considerable amount of

computing power. The penalty terms also mitigate the sampling error caused

by our data’s sparsity.

We minimize the following expression by our choice of α, γ and φ:

∑
j

[∑
t

∑
i

[mitexp(αjt + x′
itγjt + φjtI(P ))− cijt(αjt + x′

itγjt + φjtI(P ))

+ Ψ(|αjt|+ ||γjt||1) + λj|φjt| (6)

Notice that this Poisson objective is separable across phrases and does not

contain large sums of exponential terms. These two facts will make computa-

tion of optimal parameters substantially faster, as they allow for the utilization

of distributed computing techniques. The penalty terms will ensure that our

predicted probabilities have low errors. Since we are interested in prediction,

and not the parameters themselves, the inclusion of these terms improves our

measure of partisanship. Further, the penalty terms guarantee that many

model parameters are set to zero. This will simplify the computation of the q̂

terms need to measure polarization.

The term λj, which limits the magnitude of our party effect, φ, is de-

termined through an iterative process. We begin by setting λj to be large

enough that the estimate of φ equals 0. For each phrase, we trace the value

of lambda down to 0 in 100 steps, running the optimization routine over i and

t each time. We then pick the value of lambda that minimizes a Bayesian

Information Criterion.

For the penalty term Ψ, we use a value of 10−5, as in GST (2019). This

low penalty value ensures that solutions to the minimization problem always

exist. The term also ensure that our matrix of estimates will be sparse, which

proves computationally convenient.
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3.2 Polarization Results

In our subsequent analysis we utilize trigram phrases. We compute the min-

imizing parameter values in equation (6) for both congressional speech data

and media speech data. The resulting parameter vectors, α and γ are much too

large to present within this paper, and are not of particular interest. In table

1 below we present selected φ terms obtained from both estimation contexts.

Once we have obtained estimates of all model parameters, we calculate

analogs of equation (1). For each individual i in time t, we compute q̂Fox
i

and q̂CNN
i , then calculate ρ and π for all individuals. Notice that we are

comparing the divergence in phrase probabilities within individuals induced

by a change in group affiliation. We then simply average over each speaker

in a time period to obtain an overall measure of divergence in language use

patterns. The result is two time series, one measuring media polarization, the

other political polarization. We plot both series below:

Figure 1: Media Polarization 2013-2021

3.3 Causal Inference

The central purpose of this analysis is to determine the direction of causality

between the two series recovered above. To assess causality between media po-

larization and political polarization we first employ an instrumental variables

approach. To instrument for media polarization, we use two monthly series:

surveys of viewer satisfaction for both media outlets and the average number

of TV viewing hours in the US.

Coverage satisfaction is doubtless correlated with media polarization. Views.
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Figure 2: Political Polarization 2013-2021

Similarly, Americans might consume more television media when media po-

larization is high. However, television viewing habits could only conceivably

be correlated with political speech though its relationship to the overall media

landscape.

Formally, we specify our first model as a standard two-stage least squares

estimator, where the first stage is given by:

Mediat = ω0 + ω1Sat
fox
t + ω2Sat

cnn
t + ω3TVt + ϵ1t (7)

Where the variable Sat represents the proportion of viewers of each outlet

claiming satisfaction with network programming. The variable TVt represents

the number of hours of television media consumed by the average American

household each day.

Polt = β0 + β1
ˆMediat + βPXtP + βEXtE + βTXtT + ϵ2t (8)

Where pol and media represent indices of political and media polarization

respectively. XtP , XtE, and XtT represent the political, economic, and time

covariates introduced above.

In estimating equation (8), we apply a basic Durbin-Watson test to detect

the presence of autocorrelation in our error structure. The test yields con-

vincing evidence that autocorrelation is indeed present, a fact we counter with

robust standard errors. Throughout this section, all presented standard errors

are inflated via White’s methodology.
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The results of the two stage least squares analysis are given in table below.

We report a number of specification results and include economic, political,

and time controls. Our economic controls include the monthly unemployment

rate, the quarterly GDP growth rate, the monthly CPI inflation rate, the

quarterly share of output awarded to labor, and the monthly average of the S

& P 500 index. Political controls include dummies representing the control of

the House and Senate by the Republican party. Finally, we include time fixed

effects.

In all cases, we find a positive, statistically significant coefficient on media,

suggesting a causal relationship between media polarization and political po-

larization. In the full specification, we obtain a media coefficient of roughly

0.40, suggesting a one point increase in media polarization increases the polit-

ical polarization index by 0.40. That this relationship is far from one-to-one is

hardly surprising, media always exhibits a greater degree of partisanship than

politics.

Table 1: Table One: IV Regression Results, Trigrams

Variable (1) (2) (3) (4) (5) (6)
Media 0.020 0.195* 0.854*** 0.338** 0.129* 0.338**

(0.070) (0.107) (0.104) (0.150) (0.074) (0.150)
Urate -1.239*** -0.601*** -0.160 -0.601

(0.293) (0.333) (0.261) (0.333)
Inflation -1.452*** -0.944** -0.103 -0.944

(0.286) (0.403) (0.236) (0.403)
GDP -0.625*** 0.051 0.038 0.051

(0.179) (0.097) (0.088) (0.097)
Stocks 0.858*** 0.161 0.215 0.161

(0.064) (0.186) (0.097) (0.186)
Labor 0.203 0.032 -0.220 0.032

(0.655) (0.451) (0.341) (0.451)
Rep Prez 12.376*** 6.724*** 11.389*** 7.797***

(1.247) (2.412) (1.180) (2.840)
Rep House 0.232 -3.373** 1.499 -2.649

(0.891) (1.842) (1.144) (3.406)
Rep Senate 0.250 2.614** 0.806 1.060

(0.660) (1.351) (0.845) (1.736)
Constant 53.542 43.685 -5.322 33.414 41.748 36.064

(4.400) (6.499) (7.906) (12.325) (6.175) (12.234)
Time FE No Yes No Yes No Yes
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3.4 Robustness Check

The first, and most obvious, robustness check is to repeat the entirety of the

above analysis using counts of bigrams, rather than trigrams. Below we plot

both polarization series obtained from this analysis, and show that the plots

reveal similar trends to those in the trigram analysis. This implies that the

polarization using less informative phrases mimics and supports the initial

results uncovered using the trigrams as inputs.

Figure 3: Media Polarization 2013-2021 (Bigrams)

Figure 4: Political Polarization 2013-2021 (Bigrams)

We repeat the IV analysis of section 3.3 using the same set of controls.

The results of this analysis are presented in table 2 below. Notice that once

again, we obtain positive, statistically significant results in five of our six

specifications.

14



Mahoney – Polarization

Table 2: IV Regression Results, Bigrams

(1) (2) (3) (4) (5) (6)
Media 0.266 0.781* 1.441** 0.935*** 0.432** 0.935**

(0.234) (0.235) (0.181) (0.253) (0.193) (0.253)
Urate -0.207 -0.085 0.299 -0.085

(0.673) (0.682) (0.635) (0.682)
Inflation -0.346 -0.313 0.543 -0.313

(0.456) (0.536) (0.408) (0.536)
GDP -0.598** 0.122 -0.062 0.122

(0.208) (0.136) (0.140) (0.136)
Stocks 0.573** -0.077 0.001 -0.077

(0.122) (0.264) (0.186) (0.264)
Labor -1.028 -1.262 -1.504 -1.262

(1.079) (0.896) (0.855) (0.896)
Rep Prez 9.421*** 5.649** 8.990*** 6.404*

(1.925) (2.953) (1.690) (3.302)
Rep House -0.855 -4.440* -0.785 -5.206*

(1.050) (1.788) (1.570) (4.817)
Rep Senate 0.641 2.803* 2.625* 2.323

(0.716) (1.003) (1.193) (1.866)
Constant 36.793 5.590 -44.819 -3.119 24.614 2.088

(14.450) (14.255) (14.284) (12.325) (14.524) (15.890)
Time FE No Yes No Yes No Yes

4 Conclusion

In this analysis we have demonstrated that a causal effect exists between the

American media environment and political polarization. Rising media polar-

ization produces a positive, significant change in political polarization. This

finding is in contrast to the results of Prior (2013), however there are a number

of important distinctions between our analysis and his.

First, our paper examines a time period running from 2013-2021. This time

horizon includes several important polarizing events – the Benghazi hearings,

the election of Donald Trump, the Charlottesville rally – to name only a few.

These events engendered a great deal of attention in both the media and in

Congress. It is thus possible that the causal effect media plays in driving

political polarization is itself a new phenomena.

Second, our analysis is driven primarily by textual information. That is, we

capture political polarization by examining the divergence in language use be-

tween members of different political parities. The advantage to this approach

is that it allows us to effectively disentangle the most polarizing phrases used

by each group. In the appendix below, we present polarizing phrases in the

media and congress for selected months in our sample. These are phrases that
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have values of φ that are large in magnitude – with positive values indicating

a strong affiliation with republicans (Fox News) and negative values indicating

a strong affiliation with democrats (CNN).

A final note on our analysis – we have only captured the role that tradi-

tional media plays in driving political polarization. During the time period in

question, social media grew in importance and use. We have not captured or

controlled for social media’s influence in politics in this analysis. Regardless,

this potential correlation

5 Appendix

5.1 Predictive Phrases

In the tables below, we present that top 10 phrases associated with each

group affiliation. Table three presents the phrases most highly associated

with Democrats and Republicans, as measured by the φjt parameter in equa-

tion (6). We present these phrases for three selected months across our time

horizon. Table four presents the phrases most associated with Fox and CNN,

measured similarly.
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The astute reader may notice that the phrases used by CNN do not seem

to change all that much over the 2017-2020 period. This is a feature of the

penalized estimator posited in in equation (6). Essentially, the penalty terms

ensure that more non-zero φ weights are assigned to Fox News. The terms

given non-zeros weights for CNN must therefore be somewhat static over-

time. We observe a similar phenomena between Democrats and Republicans,

although it is less pronounced.

Outcomes like this are an admitted concern with machine learning meth-

ods: our model predicts well, but it is exceedingly difficult to determine pre-

cisely why Fox News receives more non-zero weighting terms than CNN.

Regardless, many of the terms listed about seem rather natural. In July

of 2020 the phrase most indicative of democrats was ’Justice in Policing Act’,

while republicans seems content to speak on more mundane matters. Generally

speaking, the divide between Fox and CNN seems to carry a natural bent. Fox

News speaks often of the Bangazi attack – a fixation of the outlet for many

years. CNN speaks often of gun control measures and seems to frequently

distinguish between Republicans who support Donald Trump and those who

do not.

Not all terms appear sensible, and indeed without examining the entire

context of the new cycle in a particular month it is difficult to understand

why some terms receive such high weight. Again, this is a central shortcom-

ing of machine-learning methods. However, the tables above are sufficient to

conclude that our estimator has behaved reasonably.

5.2 Alternate IVs

In this section, we repeat the analysis of section 4, using Twitter data to con-

struct an alternate IV. In the two tables below, we use the frequency of tweets

issued by each media network as an instrumental variable. While the content

of the tweets may be associated with political polarization, their frequency will

not be. However, media polarization is likely to be correlated with tweet fre-

quency. We thus argue that tweet frequency satisfies the exclusion restriction

required for causal inference.

Table 5 below repeats the trigram analysis, while table 6 presents results

for bigrams. In both cases, we find a positive and statistically significant co-

18



Mahoney – Polarization

efficient on media in four of our six model. While the magnitude of our media

coefficient is somewhat attenuated, the results of this robustness check qual-

itatively corroborate the conclusions of section 4. Also, while our coefficients

are indeed smaller in magnitude, they are still large enough to suggest that

a substantial portion of political polarization can be explained by changes in

the media environment. Further, the coefficients on most economic controls

remain insignificant.

Table 3: IV Regression Results, Trigrams, Alternate IVs

(1) (2) (3) (4) (5) (6)
Media 0.253* 0.433** 1.247*** 0.426** 0.139 0.426**

(0.183) (0.239) (0.124) (0.225) (0.166) (0.225)
Urate -0.593 -0.626 -0.278 -0.626

(0.402) (0.549) (0.480) (0.549)
Inflation 0.102 -0.475 0.112 -0.475

(0.424) (0.707) (0.449) (0.707)
GDP -0.658 -0.265 -0.127 -0.265

(0.392) (0.485) (0.302) (0.485)
Stocks 4.14E-04 3.42E-05 1.45E-04 3.42E-05

(9.81E-05) (1.54E-04) (1.12E-04) 1.54E-04
Labor -0.167 -0.369 -0.355 -0.369

(0.757) (0.660) (0.512) (0.660)
Rep Prez 11.127 5.747 11.416 8.218

(1.869) (2.628) (1.901) (2.929)
Rep House 0.478 -3.654 1.487 -1.173

(1.023) (1.591) (1.236) (3.410)
Rep Senate 0.336 2.032 0.731 -0.011

(0.703) (0.457) (1.313) (1.930)
Constant 38.703 30.339 -24.556 34.434 43.541 35.607

(11.119) (13.790) (7.756) (14.816) (10.961) (13.149)
Time FE No Yes No Yes No Yes
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The table below presents the results of our bigram analysis, here repeated

using our alternate IV. The results of this IV estimation is even more aligned

with our initial results. We establish significance in five of six model specifi-

cations.

Table 4: IV Regression Results, Bigrams, Alternate IVs

(1) (2) (3) (4) (5) (6)
Media 0.268 0.953** 1.312*** 1.189*** 0.417* 1.189**

(0.306) (0.398) (0.151) (0.372) (0.249) (0.372)
Urate -0.271 -0.115 0.132 -0.115

(0.785) (1.250) (0.982) (1.250)
Inflation -0.100 -0.207 0.167 -0.207

(0.491) (0.885) (0.711) (0.885)
GDP -1.006 -0.038 -0.440 -0.038

(0.550) (1.138) (0.608) (1.138)
Stocks 3.31E-04 -1.78E-04 4.14E-05 -1.78E-04

1.16E-04 2.96E-04 2.32E-04 2.96E-04
Labor -1.929 -1.558 -1.974 -1.558

(0.983) (0.962) (0.808) (0.962)
Rep Prez 9.144 4.196 8.756 3.910

(2.672) (4.540) (2.696) (4.442)
Rep House -0.486 -4.171 0.162 -6.593

(0.998) (2.697) (1.518) (6.684)
Rep Senate 0.619 1.708 1.648 1.505

(0.656) (0.889) (2.110) (3.554)
Constant 37.010 -2.929 -29.147 -15.354 26.141 -8.761

(18.585) (22.917) (12.594) (26.636) (20.150) (22.910)
Time FE No Yes No Yes No Yes
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